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1 Introduction

Recent work in robust statistics has focused on the attempt to reconcile the two
enemy brothers of high-breakdown estimation: robustness against a large fraction
of masked outliers and good statistical properties, comparable to those of classical
estimators, when the normal model holds for all the data. From the point of view
of estimation, the goal of this body of work has been the construction of estimators
that can achieve both a high breakdown point and high efficiency at the normal
distribution (see, e.g., ?). From a diagnostic perspective, reaching satisfactory sta-
tistical properties under the normal model also implies good control of the number
of false discoveries in situations of practical interest. There are many application
fields, such as high-dimensional genomics, quality control and anti-fraud analysis,
where such a property is highly desirable (see, e.g., ??). However, high-breakdown
techniques may produce a potentially large number of spurious outliers. The main
target of the present work is to address the diagnostic behaviour of high-breakdown
techniques at the normal model from a regression perspective, by considering a wide
variety of alternative estimators and different approximations to the null distribution
of the resulting robust residuals.
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2 Framework and main results

Our basic diagnostic quantities in robust regression are the squared scaled residuals

ŝ2i =
ε̂2i
σ̂2
, i = 1, . . . , n, (1)

where ε̂i is the estimated regression residual for observation i, σ̂2 is the model-based
estimate of the error variance, and n is the sample size. Precise outlier identification
is based on the asymptotic approximation

ŝ2i ' χ2
1. (2)

Also informal diagnostic methods, such as Q-Q plots of squared scaled residuals,
rely on (??). However, the reference χ2

1 distribution holds only in the limit and
may provide poor approximations in small or moderate samples when parameters
are estimated by high-breakdown techniques. Additional problems may occur due
to the effect of alternative tuning choices in the algorithm used to compute the
parameter estimates.

One goal of our work is to investigate to what extent the most popular high-
breakdown regression methods provide accurate rules for outlier detection using
the squared scaled residuals ŝ2i . We compute appropriate corrections when the null
performance of the resulting procedure is poor. In particular, we place outlier de-
tection in a testing scenario and we develop robust regression diagnostics that are
able to control empirical test sizes at a prescribed level for all the procedures that
we analyze. We also evaluate the loss of power that can be expected from our cor-
rections under different contamination schemes and we show that this loss is often
not dramatic. See ? for details. A second goal of our work is to find simple and
accurate approximations to the finite sample distribution of (??), thus extending
the results of ? to the case of regression. The availability of these approximations
will provide more flexible outlier detection rules and more accurate diagnostics tools
to be used, e.g., in Q-Q plots of squared scaled residuals.
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