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Outliers are observations that do not follow the pattern of the majority of the data
and show extremeness relative to some basic model.

For the p− variate normal distributionNp(µ,Σ) as a model, where µ ∈ Rp,Σ ∈ Rpxp,
Σ positive definite, Becker and Gather (1997) gave the general concept of an α outlier
: an α outlier with respect to Np(µ,Σ) is defined as an element of the set

out(α, µ,Σ) = {x ∈ Rp : (x− µ)′Σ−1(x− µ) > χ2
p,1−α} (1)

for α ∈]0, 1[, with χ2
p,1−α denoting the (1 − α) quantile of the χ2

p distribution. We
can write

P [X ∈ out(α, µ,Σ)] = α for X ∼ Np(µ,Σ).

For usual choices of α (α = 0.05, α = 0.10), this reflects the idea of an outlier being
an observation that is rather unlikely under the assumed model and also situated
”outside the main mass of the distribution”.
Our objective is to extend this approach for a more general distribution having
higher or lower tails than those of the normal distribution, namely ”the Multivariate
Power Exponential distribution”. The definition and properties of this distribution
are given in Gömez & al. (1998).
A random vector X = (X1, ..., Xp)

′, with p ≥ 1, has a p-dimensional power ex-
ponential distribution, with µ,Σ and β parameters (β > 0) if its density function
is

f(x;µ,Σ, β) = k|Σ|−
1
2 exp

{
−1

2

[
(x− µ)′Σ−1(x− µ)

]β}
, (2)

with k =
pΓ(p

2
)

π
p
2 Γ(1 + p

2β
)21+ p

2β

.

This distribution, denoted by PEp(µ,Σ, β), is a member of the family of ellipti-
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cally symmetric distributions. Its mean, covariance matrix and kurtosis are :

E(X) = µ, V ar(X) =
2

1
βΓ(p+2

2β
)

pΓ( p
2β

)
Σ, γ2(X) =

p2Γ( p
2β

)Γ(p+4
2β

)

Γ2(p+2
2β

)
− p(p+ 2) (3)

The parameter β indicates, in terms of kurtosis, the disparity from (2) to the normal
case, which corresponds to β = 1.

Consider the quadratic form : R(x, µ,Σ) = (x− µ)′Σ−1(x− µ).
The distribution of the r.v. Rβ is Γ(1

2
, p
2β

) (see Gömez & al. (1998)).
By analogy with the multivariate normal case, let us define the set

out(α, µ,Σ, β) =

{
x ∈ Rp : R(x, µ,Σ) >

[
γ( 1

2
, p
2β

)(1− α)
]1/β}

Likewise, γ( 1
2
, p
2β

)(1−α) is here the (1−α) quantile of the Gamma distribution with

parameters 1
2

and p
2β

.

An α outlier with respect to the power exponential distribution PEp(µ,Σ, β) is then
an element of the set out(α, µ,Σ, β).

Recall that the parameter β in the PEp(µ,Σ, β) model is related to the kurtosis
which reflects the tails of the distribution.

In this note, we perform a numerical study to confirm that an observation may be
an outlier for a given model but not be for yet another neighbor of the first model,
such that the same identification rule led to different conclusions in the two models
considered to be relatively close. The most interesting fact is that the number of
outliers depends heavily on the model assumption.
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