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Model selection is the most persuasive problem in multiple linear regression. The performance of least squares parameter estimation based model selection methods are reasonably not well in the presence of outlier, multicollinearity, leverage, etc. due to non-robustness of least squares estimator. To overcome problems in the data, various alternative parameter estimation procedures like M-estimator, Rank-estimator, Ridge, Liu, Liu-M, JRM, LRM estimators are proposed by the researchers. Using some alternative parameter estimation methods, researchers have proposed robust model selection methods (??). However, only a few model selection methods cope with simultaneous occurrence of two or more problem in the data (?). In this article, we study the existing methods and propose a new model selection method resistant to simultaneously occurrence of outlier and multicollinearity. A superiority of a proposed method is illustrated through simulation study.
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