A measure of the linear association between two random variables X and Y is a fundamental component of statistical methods. It is clear that the most frequently applied choice in applied work is Pearson’s correlation which is very weak in terms of robustness. A very small shift in one of the marginal distributions can have a large effect on it. classified robust analogs of Pearson’s correlation into two types: those that protect against outliers among the marginal distributions without taking into account the overall structure of the data (type M), and those that take into account the overall structure of the data when looking for outliers (type O). Percentage bend, biweight, Winsorized, Spearman and Kendall’s tau correlations are some members of the first class. On the other hand, the outlier projection (OP) correlation can be given as an example of the second class. All robust correlations given above have conventional hypothesis testing methods of independence but all those methods are sensitive to heteroscedasticity which refers to a situation where the conditional variance of Y varies with X. In this study, the performance of a hypothesis testing procedure based on a percentile bootstrap method which is insensitive to heteroscedasticity was investigated for those six robust correlations in terms of actual significance level and power.
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